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Abstract 

Disaster recovery plans (DRP) are becoming a key part of an organization’s overall planning 
process because they ensure continuous availability of an organization’s critical infrastructure 
at all times.  A major component of these plans involves protecting business-critical data 
through backups and data replication.  However, many organizations today have either inade-
quate DRPs in place or none at all.  This is a major potential hazard because data is constantly 
threatened by hackers, viruses or natural disasters.  The risk became catastrophically clear in 

2005, when Hurricane Katrina devastated the Gulf Coast, impacting countless organizations.  
Companies with DRPs in place fared much better than those without such contingency plans.  
Thus, it is vital for every organization to have a DRP drafted, tested and implemented. 

In the aftermath of Hurricane Katrina many universities have drafted and implemented DRPs.  
Many, however, still have not.  This project focuses primarily on universities in the Gulf Coast 
area of the United States which suffered major losses of data due to Hurricane Katrina.  The 
results are compared with that of Houston Community College (HCC) in Houston, TX, which 

proactively developed a sophisticated DRP post-Katrina, and used its DRP to recover rapidly 
from the ravages of Hurricane Ike in 2008.  It is evident that DRPs are crucial for the protec-
tion of all universities.  In fact, this study suggested a higher level of DRP awareness for all 
the universities that participated in this research as evidenced by a tremendous post-Katrina 
improvement in most of the eleven DRP assessment dimensions utilized in this research. 

Keywords: Data loss, Natural Disaster, Disaster Recovery Plan, Backup, Educational Model 
 

1. INTRODUCTION 

Regardless of geographical location, a 
workplace may be susceptible to events that 
cause physical damage.  Floods and fires are 
often the most catastrophic events, but 
problems like hackers, viruses, and human 

errors also take an enormous toll.  In light of 
recent events like Hurricane Katrina, many 
organizations, including universities and col-

leges, have begun to, or have been forced to 
think about how vulnerable they can be to 
natural disasters.  Although such institution-
al vulnerabilities usually impact individual 
well-being, some mechanisms currently in 
place can help protect people and business-
es, and most people are comfortable with 

these mechanisms.  Unfortunately, not all 
organizations consider the impact of unex-
pected events on the workplace and the ap-
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propriate response to emergent situations 
that can damage or destroy the workplace.  
A well-thought-out mechanism like a DRP 
can help to protect the organization’s 

workplace and its crucial data during such 
times. 

The objective of this research is to discuss 
the causes of data loss in general, effective 
backup strategies, recovery systems devel-
opment, and their cost effects.  The research 
intends to focus in particular on Information 

Technology (IT) department of some univer-
sities in the New Orleans and Houston areas 
which suffered major losses of data due to 
Hurricane Katrina. 

Statement of the Problem: 

At the heart of every organization are vo-
lumes of irreplaceable data that are updated 
daily.  This information must be protected, 
secured through backups, and retrieved im-
mediately, in the early phase of a disaster.  
All organizations must realize that future 
disasters are inevitable and preparation is 

essential to ensure that critical data is se-
cured and easily retrievable.  Implementing 
measures to minimize the potentially devas-
tating effects of future data disasters is in 
the strategic interest of any organization. 

Disasters such as system crashes, fires, hur-
ricanes and earthquakes, often destroy an 

organization’s electronic files and records, 
crippling its ability to recover rapidly.  An 
appropriate DRP, including Data Backup and 
Storage, is necessary to retrieve the data in 
case of a disaster.  However, not all organi-
zations have a pre-planned DRP and a data 

backup and recovery system which would 
help at the time of data loss.  Hence, all or-
ganizations should have a well prepared DRP 
as well as a cost-effective and reliable data 
backup system established to ensure the 
smooth functioning of an organization. 

Since Hurricanes Katrina and Rita in 2005, 

contingency planning and risk management 
have taken very prominent positions in the 
planning process of residents and businesses 
in the disaster-prone Gulf Coast Region of 
the United States.  This paper presents an 
overview of the pre-Katrina IT DRP practices 
as well as post-Katrina IT contingency plans 

developed and implemented by selected in-
stitutions of higher learning located along 
the Gulf Coast Region of the United States. 

2. REVIEW OF LITERATURE 

Although each key function of a manager – 
planning, organizing, commanding, coordi-

nating, and controlling – originally identified 
by Henri Fayol (Fayol, 1930; Daft, 2008; 
Weaver, 2008) is important, it has been 
noted that effective planning and forecasting 
set the tone for successfully implementing 
the remaining functions (Navarro, 2009; 
Hambrick & Cannella, 1989).  In fact, 80% 

of managers surveyed in a study indicated 
that planning is a very important part of 
their responsibility (Rigby, 2001).  It has 
equally been suggested that the perfor-
mance of a given organization is reflective of 
the ability of its managers to carry out each 

of the key functions, especially planning 
(Thompson, Purdy, & Summers, 2008; Neil-
son, Martin & Powers, 2008). 

At the planning stage of the strategic man-
agement process, organizational leaders are 
expected to develop the mission, objectives, 
strategies, and policies for their enterprise 

(Leontiades, 1982).  Furthermore, organiza-
tional plans fall into four broad categories: 
strategic, tactical, operational, and contin-
gency.  Strategic plans set the long-range 
goals that will guide the activities of the or-
ganization.  Tactical plans identify the short-
range goals that lower-level managers are 

tasked with completing.  Operational plans 
are used to set work standards and sche-
dules.  Contingency plans, on the other 
hand, are used to minimize organizational 
risks by setting up alternative fall-back plans 
in case the original plans fall through 

(Pfinisgraff, 2009; Daft, 2008).  Contingency 
plans prepare a company to appropriately 
respond to emergencies, setbacks, and un-
expected situations, including loss of or li-
mited access to key facilities, personnel, or 
proprietary data or information. 

In today’s IT-driven environment, data is 

vital for any organization; as such, no or-
ganization is immune from disasters such as 
disk crashes, power failures, human errors, 
and natural disasters that lead to loss of da-
ta.  Data loss can be defined as “unforeseen 
loss of data or information” (Hoyles, 2007).  
This can have serious consequences on the 

day-to-day organizational functioning.  Stu-
dies show that 44% of data loss is due to 
hardware or system malfunction; 32% is 
due to human errors; 14% is due to soft-
ware or program malfunction; 7% is due to 
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virus infection, malware, spyware; and 3% 
is due to natural disaster as shown in Figure 
1 (Solid Data Corporation, 2001). 

 

Figure 1: Causes of Data Loss 

A commonly overlooked cause of data loss is 
a natural disaster.  Although the probability 
of catastrophic natural disaster is small, the 
only way to recover from data loss due to a 
natural disaster is to store backup data in a 
separate location.  As mentioned earlier, 

contingency plans prepare a company to 
appropriately respond to emergencies, set-
backs, and unexpected situations, including 
loss of or limited access to key facilities, 
personnel, or proprietary data or informa-
tion.  Natural disasters may occur in the 

form of fire, flood, and lightning strikes fol-
lowed by power surges. 

A survey conducted by the Gartner Group, 
Contingency Planning and Strategic Re-
search Group, and Price Waterhouse Coop-
ers discovered that 25% of all PC users suf-
fer from  data loss each year.  Despite this, 

96% of all business workstations do not 
backup their data.  Approximately 70% of 
small firms experience a major data loss and 
go out of business every year, and an an-
nual cost of $12 billion is spent on data loss 
recovery along with $55 billion computer 
virus damage to U.S. businesses (Remote 

Data Backup, 2004).  These results make a 
strong case for the need for contingency 
planning in the form of sound Data Backup 
and effective DRP, as both of these elements 
sustain the life of an organization at the time 
of a disaster. 

An essential element in contingency planning 
is a DRP which incorporates a sound Busi-
ness Continuity Plan (BCP).  The BCP con-

sists of the precautions taken so that the 
effects of a disaster will be minimized, and 
the organization will be able to either main-
tain or quickly resume mission-critical func-

tions (InfoSec, 2008).  DRPs vary according 
to the needs, customers, and applications of 
each organization.  A disaster recovery plan 
covers the hardware and software required 
to run critical applications, the data that an 
organization must maintain, and the steps 
necessary to maintain workforce continuity 

from remote locations (Cisco Systems, 
2008). 

Every organization must tailor its IT DRP to 
meet its requirements.  IT DRP must be ana-
lyzed for its organizational processes and 
continuity needs, with a significant focus on 

disaster prevention.  It is not uncommon for 
an organization to spend 25% of its IT 
budget on disaster recovery (Microsoft, 
2008).  An IT DRP must address three 
areas: 

1. Prevention (pre-disaster): This area 
covers the pre-planning requirements – 

using mirrored servers for mission criti-
cal systems, maintaining hot sites, train-
ing disaster recovery personnel – used 
to minimize the overall impact of a dis-
aster on systems and resources.  This 
stage is critical because it helps organi-
zations to maximize their ability to re-

cover from a disaster (Chin, 2005). 

2. Continuity (during a disaster): This is 
the process of maintaining core, mis-
sion-critical systems and resource "ske-
letons" (the bare minimum assets re-
quired to keep an organization in opera-

tional status) and/or initiating secondary 
hot sites during a disaster.  Continuity 
measures prevent the whole organiza-
tion from folding by preserving essential 
systems and resources (Chin, 2005). 

3. Recovery (post-disaster): These are the 
steps required for the restoration of all 

systems and resources to full, normal 
operational status.  Organizations can 
minimize recovery time by subscribing to 
quick-ship programs (Chin, 2005). 

Figure 2 shows how an organization must 
plan its IT DRP/BCP.  Some important steps 
to follow in this process are: identifying the 

critical data within the organization; analyz-
ing revenue and cost implications of a disas-
ter recovery plan; framing a disaster recov-
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ery plan for all possible types of data loss; 
backing up data on a regular basis to a sec-
ondary source; replicating and/or storing a 
copy of critical data at an offsite location; 

testing the data protection and recovery 
procedures on a regular basis; and reviewing 
and updating the organization’s continuity 
plan annually. 

In 2006, a Computer World survey of small 
businesses with 1,499 employees or fewer 
indicated that 50% of these businesses had 

no DRPs, with 8% having no plan to set any 
DRP up (ComputerWorld, 2006).  An organi-
zation’s survival and recovery from a disas-
ter, however, is dependent on a well struc-
tured DRP.  This is as true for a business 
with 500 employees as it is for a university 

which may have as many employees and 
four to five times as many students, and 
must store important data such as student 
registration records, fee bills, attendance, 
payroll, courses, projects, inventory re-
sources, etc 

 

Figure 2: Business Continuity Planning 
Lifecycle 

Moreover, having a DRP itself is not suffi-
cient; periodically testing the DRP is also 
mandatory.  Although many organizations 
have a preset DRP, only a few of them check 
their DRPs regularly.  In a poll conducted in 

2004, 71% of the organizations admitted 
that they have not tested their DRPs in the 
previous year (Klien & Joseph, 2007). 

While a natural disaster is the least likely 
cause of data loss, the magnitude of devas-
tation is the highest and hence is of concern 

in areas that are prone to hurricanes and 

storms (Oskar, 2006).  Thus, colleges, uni-
versities and other organizations in the Gulf 
Coast region of the United States require a 
well designed DRP and periodic data backup.  

Many colleges and universities in and around 
New Orleans which were the victims of Hur-
ricane Katrina, for example, suffered severe 
data loss and, lacking a firm DRP, could not 
resume normal function immediately. 

Hurricane Katrina, in 2005, forced the Gulf 
Coast residents to realize how unprepared 

they were for a massive disaster.  The area’s 
infrastructure was devastated, disrupting 
telephone communications and other ele-
ments essential to a modern economy.  
Thus, the storm highlighted a critical prob-
lem, especially in the colleges and universi-

ties, which lost vast amounts of critical data. 
By learning a lesson from the problems of 
their New Orleans counterparts, Houston 
Community College (HCC) provides a good 
example of an effective DRP for an institu-
tion located in a disaster-prone area, as illu-
strated below. 

HCC Data Backup System 

The HCC database is the most important 
piece for ensuring little or no data loss to the 
remote database.  In the HCC main data 
center the production database is referred to 
as the primary production database and the 

production database in the remote data cen-
ter is referred to as the secondary produc-
tion database or standby database.    This 
setup allows for multiple IT DR centers 
which can also have multiple remote produc-
tion database copies.   The DR data center is 

usually at a location that is considered safe. 

HCC Remote DR Center 

The HCC Data Center building was created 
to endure rain and wind.   It is also equipped 
to cope with power outages.    The remote 
DR center that HCC uses is called CyrusOne.   

CyrusOne is a standalone, single tenant 
building, that protects systems from many 
natural and man-made causes of outages.  
Each component of the CyrusOne datacenter 
is designed to ensure maximum availability 
in all conditions. 

CyrusOne gives 100% protection or 100% 

compliance, specializing in the most cutting 
edge DR configurations and solutions.   The 
hardware located at this datacenter dupli-
cates the production hardware.   To ensure 
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that performance is not compromised, the 
hardware in both datacenters should be 
identical. 

HCC Data Replication 

Replication is the copying of data from one 
system to another system.  
two consistent and equally workable data 
sets in multiple physical locations
mary HCC database is the online production 
database that is used for everyday business

The primary database is located in the main 
data center.  The standby database is the 
offline production database used to duplicate 
production data and it is located at Cyr
sOne, the remote DR center (Figure 3)
Oracle application Data Guard is used to 

help manage HCC data replication
also created a manual management process 
for data replication.  The process was d
signed using Oracle’s Data Guard using log 
shipping.  Log shipping allows high availabil
ty of the data to the remote site and limited 
loss of data.  This method also allows rec

veries to be performed independently of the 
database location, which means if the prim
ry database crashes for any reason, the 
standby database can recover with the pr
mary database being available
ery method is designed to allow for load b
lancing in all situations of a highly available 

database, during normal processing, take
ver and online self-repair. 

Oracle Log shipping occurs at the database 
level rather than the server level, which 
means that if something happens to the HCC 
server it does not affect the database.   One 

of the disadvantages of Oracle log shipping 
is that it is network dependent (Figure 3).   
As a result, there is some latency involv
from the primary to standby database.   The 
network infrastructure plays a major part in 
the speed and size of the logs being shipped.   
Because of the uncertainty of the network 

traffic, Data Guard is setup to ship the log 
files based on size and time 
shipped.   What this means is that the log 
shipping parameter is set to ship logs when 
the log size reaches 20 kb or the time when 
the last switch was greater than 30 minutes.   
This also helps HCC control data loss.   With 

these parameters being set in Data Guard, 
the management expectation of having only 
30 minutes of data loss in the case of a di
aster is being achieved.   There are no built 
in failover capabilities for log shipping, which 

that performance is not compromised, the 
hardware in both datacenters should be 

 

the copying of data from one 
.  The end result is 

two consistent and equally workable data 
sets in multiple physical locations.  The pri-

database is the online production 
database that is used for everyday business.   

rimary database is located in the main 
The standby database is the 

offline production database used to duplicate 
production data and it is located at Cyru-
sOne, the remote DR center (Figure 3).   
Oracle application Data Guard is used to 

data replication.  HCC has 
also created a manual management process 

The process was de-
signed using Oracle’s Data Guard using log 

Log shipping allows high availabili-
ty of the data to the remote site and limited 

This method also allows reco-

veries to be performed independently of the 
database location, which means if the prima-
ry database crashes for any reason, the 
standby database can recover with the pri-
mary database being available.  The recov-
ery method is designed to allow for load ba-
lancing in all situations of a highly available 

database, during normal processing, takeo-
 

Oracle Log shipping occurs at the database 
rather than the server level, which 

means that if something happens to the HCC 
server it does not affect the database.   One 

of the disadvantages of Oracle log shipping 
is that it is network dependent (Figure 3).   
As a result, there is some latency involved 
from the primary to standby database.   The 
network infrastructure plays a major part in 
the speed and size of the logs being shipped.   
Because of the uncertainty of the network 

traffic, Data Guard is setup to ship the log 
files based on size and time of the last log 
shipped.   What this means is that the log 
shipping parameter is set to ship logs when 
the log size reaches 20 kb or the time when 
the last switch was greater than 30 minutes.   
This also helps HCC control data loss.   With 

being set in Data Guard, 
the management expectation of having only 
30 minutes of data loss in the case of a dis-
aster is being achieved.   There are no built 
in failover capabilities for log shipping, which 

means that some downtime has to be i
curred in the switch to the standby server.  
This also means that a maximum of 30 m
nutes of data loss may occur.

Figure 3: Data Guard Log Shipping

Testing the DRP is the key to ensuring its 
success.   HCC has two system level testing 
dates per year to ensure that t
cation is accurate.   The testing plan includes 
interrupting the production system and co
necting to the remote data center

network is re-routed to the remote site and 
all application is activated at the remote d
ta center. 

3. DATA COLLECTION

To assess the extent of risk management 

and contingency planning practiced by o
ganizations located in an area with a running 
history of natural disaster, 
DRP instrument, based loosely on 
from Carruther (2009) and 
developed and presented to IT managers 
four institutions of higher learning 

the Gulf Coast region of the United States
The DRP instrument sought 
post-Katrina answers to the following que
tions: 

1. Is your hurricane prepa
tisfactory? 

2. Did your plan achieve its aims?

3. Was your plan well tested and validated?

4. Was the content of your plan 

means that some downtime has to be in-
e switch to the standby server.  

This also means that a maximum of 30 mi-
nutes of data loss may occur. 

 

Figure 3: Data Guard Log Shipping 

Testing the DRP is the key to ensuring its 
HCC has two system level testing 

dates per year to ensure that the data repli-
The testing plan includes 

interrupting the production system and con-
necting to the remote data center.    The 

routed to the remote site and 
all application is activated at the remote da-

LECTION 

To assess the extent of risk management 

and contingency planning practiced by or-
ganizations located in an area with a running 
history of natural disaster, an eleven-point 

, based loosely on concepts 
and Beck (2009) was 
ed to IT managers of 

four institutions of higher learning located in 

region of the United States.  
The DRP instrument sought the pre- and 

ers to the following ques-

urricane preparedness plan sa-

plan achieve its aims? 

plan well tested and validated? 

of your plan clear? 
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5. Are emergency contact numbers main-
tained? 

6. Are there reliable offsite storage facili-
ties? 

7. Was the type of data storage employed 
economical? 

8. What percentage of courses is offered 
online? 

9. What percentage of course material is 
available on blackboard or other internet 
tools? 

10. Was there a reliable backup? 

11. Was there a data centre co-location? 

Each IT manager was also requested to pro-
vide cost estimates for data backup and sto-
rage per annum for their university.  The 
data collection procedure included comple-

tion of survey instruments; face-to-face in-
terview with the IT managers; and review of 
official documents.  All four surveyed institu-
tions readily shared information with the 
researchers, within the limits allowed by 
their internal regulations.  A simple weighted 
percentage computation was used to gener-

ate information on pre- and post-Katrina 
DRP trends in the surveyed institutions. 

Table1 in the appendix shows survey res-
ponses of the IT directors of each university. 

Data Analysis and Discussion 

Data from Table 1 was summarized into pre- 

and post-Katrina percentage positive re-
sponse to allow for better trend analysis.  
Except for Questions 2, 7, and 10, Table 2 in 
the appendix shows a remarkable improve-
ment in emergency preparedness between 
the pre-Katrina and post-Katrina IT direc-

tors’ responses.  In fact, there was a double 
or triple digit improvement in seven out of 
the eleven DRP survey areas. 

Cost Estimates for Backup and DRP 

Table 3 in the appendix shows the cost esti-
mates for data backup of three universities.  

The reasons for the variations in costs are 
due to the backbone of infrastructure and 
the software being used by each university 
and their maintenance costs.  Of the univer-
sities surveyed, HCC appeared to have the 
most comprehensive backup and DRP sys-
tem.  For approximately $576,000 HCC 

created one of the most reliable data backup 

and DRP system consisting of remote DR 
centers, data replication systems, and a so-
phisticated network that holds the system 
together as shown in Figure 3.  A brief in-

sight into the HCC system will illustrate this 
observation. 

Furthermore, a comparison of information 
from Table 1 with information from Table 3 
indicates varying trends in data backup and 
storage expenditure by the responding insti-
tutions.  Although SUNO has fewer students 

than its counterparts, it spent proportionate-
ly more money on data backup and storage 
than the other respondents.  However, SU-
NO also witnessed a 5000% growth (from 
1% to 50%) in course materials available on 
blackboard or other internet tool and 833% 

growth (from 3% to 25%) in courses is of-
fered online.  This is in sharp contrast to the 
other institutions where the same variables 
remained flat pre- and post-Katrina.  SUNO’s 
IT DRP expenditures may be reflective of its 
acknowledgement of previous under-
preparedness and a commitment to effective 

contingency planning going forward. 

Proposed Model for Successful 

Educational Continuity 

A model for successful contingency planning 
for an educational organization is presented 

in Figure 4.  The model consists of ten steps.  
The first major decision in disaster planning 
is to acknowledge the possibility of a disas-
ter.  The Gulf Coast region will always be 
vulnerable to hurricanes (Blaisdell, 2006), so 
it is vital that all the colleges and universi-

ties prepare a contingency plan of their own 
to ensure that their business operations will 
not come to a halt.  This encompasses a 
comprehensive, strategic approach to main-
taining business operations while protecting 
the organization from a host of risks includ-
ing hardware failure, viruses, theft, fire, and 

other natural disasters.  The most common 
mistake is not planning for a potential disas-
ter.  Reasons for lack of preparation include 
the fear of cost or the belief that one’s busi-
ness is too small to be affected.  The follow-
ing steps are essential for successful DRP 
strategies: 

Step 1-Goals and Objectives: Identify and 
analyze goals and objectives based on the 
needs of the organization, since disaster 
planning is not a one-size-fits-all concept.  
The primary objective of the plan should be 
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to enable an organization to survive a disa
ter and to re-establish normal operations as 
early as possible. 

Step 2-Backup Vision: Issues like prioriti

ing the type of data to be stored, the type of 
backup needed, and the time period of
storage must be considered
rage location offsite must be 
carefully. 

Step 3-Team Education:
team members and key employees of the 

DRP is vital to mitigating the risks during a 
disaster.  Every organization that 
disasters must use every available comm
nication tool to drive home to each e
ployee their DRP including tips to be fo
lowed during the event, instead of just pos

ing the plan on the website.

Step 4-Implementation & Testing:
plement the DRP and validate the results 
obtained according to the needs of the o
ganization and test the plan regularly under 
various conditions for its enhancement.

Step 5-Plan Upgrade: 

periodically to reflect organizational changes 
and technological advancements.  Technol
gy plays a vital role in any business where 
data is crucial.  A proper platform must be 
created for businesses to keep up
with the latest technology so as to remain 
compatible for safeguarding their data.

Step 6-Contact List Mai
solid contact lists of regular and key e
ployees and update them regularly to esta
lish a clear means of communication during 
a disaster. 

Step 7-Blackboard Course Upload:

colleges and universities, the DRP must n
cessitate updating all course content, syllabi, 
student-faculty contact information on 
Blackboard each semester, whether they are 
taught online or not.  This helps the faculty 
and students to continue their work while 
going through a disaster.  Alternatively, an 

inexpensive piece of backup media such as a 
writable CD could mean the difference b
tween business disaster and business su
vival.  Depending on the amount of critical 
information one needs to protect, there is a 
wide array of affordable media available 
such as flash drive, floppy disk etc.

to enable an organization to survive a disas-
establish normal operations as 

Issues like prioritiz-

ing the type of data to be stored, the type of 
and the time period of data 

storage must be considered.  A secure sto-
rage location offsite must be chosen very 

Team Education: Educating the 
team members and key employees of the 

DRP is vital to mitigating the risks during a 
Every organization that is prone to 

disasters must use every available commu-
nication tool to drive home to each em-
ployee their DRP including tips to be fol-
lowed during the event, instead of just post-

ing the plan on the website. 

Implementation & Testing: Im-
nd validate the results 

obtained according to the needs of the or-
ganization and test the plan regularly under 
various conditions for its enhancement. 

 Upgrade the plan 

periodically to reflect organizational changes 
ancements.  Technolo-

gy plays a vital role in any business where 
data is crucial.  A proper platform must be 
created for businesses to keep up-to-date 
with the latest technology so as to remain 
compatible for safeguarding their data. 

Contact List Maintenance: Build 
solid contact lists of regular and key em-
ployees and update them regularly to estab-
lish a clear means of communication during 

Blackboard Course Upload: For 

colleges and universities, the DRP must ne-
course content, syllabi, 

faculty contact information on 
Blackboard each semester, whether they are 
taught online or not.  This helps the faculty 
and students to continue their work while 
going through a disaster.  Alternatively, an 

e of backup media such as a 
writable CD could mean the difference be-
tween business disaster and business sur-
vival.  Depending on the amount of critical 
information one needs to protect, there is a 
wide array of affordable media available 

e, floppy disk etc. 

Figure 4: Model for Successful 
Continuity

Step 8-Administration & Supervision
For educational institutions, t
tion must ensure that faculties are uploadi
their course content on the 
semester and the material must be checked 
by the Blackboard administrator to make 
sure that the complete course requirement 

(syllabi, course material, schedule, faculty 
contact information etc.) are uploaded.

Step 9-Review & Repeat
lyze, update, and repeat the entire 
processes (Steps 1 - 8) periodically
ing on the sensitivity of the data and the 
requirements of the organization.

Step 10-Test, test, and test
complete until it is tested
adapt changes in the business and 
nology infrastructure.  In fact
only way to identify weaknesses in the plan 
and consequently address such weaknesses

Until the plan is tested, it cannot be cons
dered usable. 

The proposed Model for Successful Educ
tional Continuity Planning (Figure 4) is sim
lar to the existing Business Continuity Pla
ning model (Figure 2) if the university offers 
all its courses online.   A typical example of 

such institutions is the University of Phoenix 
and several new online academic institutio
which have implemented extensive online
based curricula.  However, most universities 
offer their courses through both traditional 
and online modes.  This means that the 
Business Continuity Planning Model outlined 

 

uccessful Educational 
ontinuity 

Administration & Supervision: 
For educational institutions, the administra-
tion must ensure that faculties are uploading 
their course content on the Blackboard every 

al must be checked 
board administrator to make 

sure that the complete course requirement 

(syllabi, course material, schedule, faculty 
contact information etc.) are uploaded. 

Review & Repeat: Review, ana-
peat the entire 

periodically, depend-
of the data and the 

requirements of the organization. 

and test: No plan is 
complete until it is tested.  Testing helps 
adapt changes in the business and its tech-

fact, testing is the 
only way to identify weaknesses in the plan 
and consequently address such weaknesses.  

Until the plan is tested, it cannot be consi-

The proposed Model for Successful Educa-
y Planning (Figure 4) is simi-

lar to the existing Business Continuity Plan-
ning model (Figure 2) if the university offers 

A typical example of 

such institutions is the University of Phoenix 
and several new online academic institutions 
which have implemented extensive online-

However, most universities 
offer their courses through both traditional 

This means that the 
Business Continuity Planning Model outlined 
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in Figure 2 will not work well in this blended 
teaching environment.  However the model 
proposed in Figure 4 will fit well into both 
teaching modes.  With the Model for Suc-

cessful Educational Continuity Planning (Fig-
ure 4) in place, traditional teaching has the 
ability to utilize the internet as a repository 
for students to access the needed informa-
tion uploaded on a suitable web platform, 
during emergency situations. 

The rationale behind our proposed model 

(Figure 4) is that in case of disaster, univer-
sity administrators will be able to imme-
diately implement all traditional courses on-
line to ensure educational continuity by pro-
viding students needed information without 
interruption.  However, limitations for the 

proposed model (Figure 4) include the extra 
blackboard space required; the additional 
costs that accompany such increased capaci-
ty; and the total commitment of all mem-
bers of the university community, especially 
the faculty, to implementing such a rapid 
shift from the traditional classroom to the e-

learning environment. 

Limitations of the Proposed Model 

for Successful Educational 

Continuity 

All necessary technology for a viable DRP is 
readily available, and the cost of acquiring it 
is minimal in comparison with the annual 
institutional budget.  However, in times of 
economic hardship, when institutions around 
the country are being adversely affected by 
the budgetary limitations of cash-starved 

governments, even a relatively minor fiscal 
commitment can be troublesome.   While the 
ultimate responsibility for the achievement 
of DRP plan lies with the chief administrator 
of the university, there are a host of support 
personnel, including the E-learning leader-

ship team, that are needed to monitor the 
overall implementation, and the DRP plan 
coordinator who will manage the day-to-day 
activities and serve as the liaison with the 
administration.  Additionally, coordinators 
are needed to assist units in the planning 
and implementing sub-DRP.   DRP is an ex-

pensive proposal because additional person-
nel are needed to perform functions that will 
include, but not limited to the following: 

• Formulate teams to carry out each ob-
jective 

• Monitor progress toward achievement of 
specific objectives 

• Perform annual assessment of adhe-
rence to timeliness, and achievement of 

goals and objectives 
• Assist with the modification of plans as 

needed 
• Submit annual reports on the status of 

the DRP 

To ensure continued involvement of the en-
tire University community DRP teams will be 

assigned to carry out the activities of each 
sub-DRP including: 

• Conducting appropriate activities for 
successful implementation of DRP 

• Providing benchmark reports as appro-
priate 

• Maintaining records of activities 
• Identifying and communicate additional 

DRP needs 
• Submitting progress reports to Plan 

Coordinator 

4. CONCLUSION AND 

RECOMMENDATIONS 

Info-Tech’s DRP in the Education Sector 
2005 Benchmarking Report, shows that a 
surprising 47% of universities and colleges 
currently have no DRP in place.  According 
to the report, however, these institutions 

acknowledge the importance of having such 
a plan.  68% of them say that they are cur-
rently in the process of planning and the 
32% of schools with no DRP plan concede it 
may be up to three years before they have 
one in place.  This may be because security 

and end-user support are higher IT priorities 
than disaster recovery.  On the other hand, 
according to Info-Tech, among the 53% of 
schools currently with a plan in force, a 
whopping 86% are improving that plan 
(Schaffhauser, 2005). 

A typical example of a successful implemen-

tation of the DRP Model for successful edu-
cational continuity, as outlined in Figure 4, is 
HCC.  With wind gusts approaching 100 
mph, the 600-mile-wide category 2 Hurri-
cane Ike hit Houston on the night of Sep-
tember 12, 2008.  Although HCC was not 
much affected, predictably, the storm 

caused widespread power outage in the 
area, including at HCC.  The power outage at 
HCC disrupted the college’s primary data 
centre. However, HCC’s system was 
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equipped to cope with such a situation.  The 
college immediately shifted the IP address of 
the primary data centre to the secondary 
data centre, and operations continued with 

minimum disruption.  Experience from other 
universities offer many practical lessons for 
institutions that are subject to such cata-
strophic events. 

Developing and implementing a well-
organized DRP, using the model presented in 
Figure 4, will directly affect the recovery ca-

pabilities of a university.  The extensive 
analysis of the DRPs of the four institutions 
has led to the conclusion that the Ten-Step 
model proposed here would best serve the 
long term IT contingency planning needs of 
any institution of higher education regard-

less of location. 
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Appendix 

 

Table 1: Response of IT Directors to DRP Survey 

Questions Pre-Katrina Post- Katrina 

XAVIER UNO HCC SUNO XAVIER UNO HCC SUNO 

1.  Is your hurricane 
preparedness plan 
satisfactory? 

No No No No Yes Yes Yes Yes 

2.  Did your plan 
achieve its aims? 

No No Yes No Yes Yes Yes No 

3.  Was your plan well 
tested and validated? 

No No No No Yes Yes Yes Yes 

4.  Was the content of 
your plan clear? 

No No No No Yes Yes Yes No 

5.  Are emergency 
contact numbers 
maintained? 

No Yes No Yes Yes Yes Yes Yes 

6.  Are there reliable 
offsite storage facili-

ties? 

No No Yes No Yes Yes Yes No 

7.  Was the type of 
data storage em-
ployed economical? 

Yes Yes No Yes Yes Yes Yes No 

8.  What percentage 

of courses is offered 
online? 

10% 20% N/A 3% 10% 20% N/A 25% 

9.  What percentage 
of course material is 
available on black-

board or other inter-
net tool? 

Optional 100% N/A 1% Optional 100% N/A 50% 

10.  Was there a reli-
able backup? 

Yes Yes Yes Yes Yes Yes Yes Yes 

11.  Was there a data 

centre co-location? 

No No no No Yes, 

Colorado 

Yes, 

Baton 
Rouge 

Yes No 
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Table 2: Summary of IT Directors Response to DRP Survey 

Questions Average Pre-
Katrina Positive 

Response 

Average Post-
Katrina Positive 

Response 

Average Post-
Katrina DRP 

Improvement 

1.  Is your hurricane prepa-
redness plan satisfactory? 

0% 100% +100% 

2.  Did your plan achieve its 

aims? 

75% 75% 0% 

3.  Was your plan well tested 
and validated? 

0% 100% 100% 

4.  Was the content of your 
plan clear? 

0% 75% +75% 

5.  Are emergency contact 
numbers maintained? 

50% 100% +50% 

6.  Are there reliable offsite 
storage? 

50% 75% +25% 

7.  Was the type of data sto-
rage employed economical? 

75% 75% 0% 

8.  What percentage of 
courses is offered online? 

8.25% 13.75% +5.5% 

9.  What percentage of course 
material is available on black-
board or other internet tool? 

25.25% 37.50% +12.25% 

10.  Was there a reliable 
backup? 

100% 100% 0% 

11.  Was there a data centre 
co-location? 

0% 75% +75% 

 
 

 

Table 3: Cost Estimates for Data Backup and Storage per Annum for Selected Universities 

Parameter Xavier UNO HCC SUNO 

Backup Tapes N/A* $61,000 $15,000 $6,000 

Offsite Data Storage N/A* $4,330 $5,000 $2300 

Hardware maintenance N/A* $20,000 $6,000  $100,000 

Software maintenance N/A* $21,600 $500,000 $200,000 

Software Purchase for safeguarding the 
data 

N/A* $60,000 $50,000 $20,000 

Number of employees and students the 
data storage can serve 

N/A* 17,063 300,000 3,105  

Total N/A* $166,930 $576,000 $328,300 

*N/A = not available 
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