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Abstract  
 

The preponderance of and rate of accumulation of textual data is now outstretching our ability to 
comprehend this text using conventional means. We extend our existing framework for the interactive 
visualization of textual data in digital format by including near-real-time text analysis using the R open 
source statistical and its analytical package(s). We utilize R as a pre-processor to programmatically 
gather and preprocess raw textual data generated by social media and incorporate it into textual 
corpora. The extended framework’s back-end is a Django-based framework that relies on both the 

Natural Language Processing Toolkit (NLTK 2.0) and the R language and its rich set of packages. 
These tools are combined to present the user with a web-based and interactive n-gram/word cloud 
front end to visually and statistically analyze corpora built from our backend.  We illustrate the use of 
this framework by utilizing the Twitter API to glean social trends that amount to visualizing zeitgeist. 
Our framework will allow subject-matter experts, typically in the humanities and social sciences, to 
develop alternative analyses of social phenomenon through text mining and visualization.  The intent 
of our tool would be that subject-matter experts are able to manipulate text without the technical 

background in the tools typically used for these analyses, and without having to digest the entire 
works themselves, which is becoming impossible. 
 

Keywords: Natural Language Processing, R, NLTK, Word cloud, social media, data visualization, 
corpus linguistics, n-gram. 
 

1.  INTRODUCTION 

 
The hallmark of our progress towards the 
current information age has certainly been our 
ability to codify and normalize means of 
communication, both written and oral.  As our 
civilizing has progressed, our written language 

persists as an artifact from which we can 

understand our culture, history, governance, 
civilization, and society.  This is so as written 
language remains a primary means for 
transacting meaning, intent, values, and 
knowledge.  In recent years, the volume of 
textual information that is generated by both 
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humans and machines is precipitously 
exponential such that our means to analyze this 
data exceeds known human capacity (Farmer, 
2010).  The enormity of digitized text has 

transformed data mining, and has given rise to 
the meta-phenomenon known as “Big Data” 
(Barlow, 2013; Jacobs, 2009; Zikopoulus, Eaton, 
deRoos, Deutsch, and Lapis, 2012). 
   
Among the means of digesting this so-called “Big 
Data” is data visualization supported by machine 

learning techniques.  The visual analysis of plain 
text presents trends and also the caveats and 
quirks that have allowed humanity to diversify 
and coalesce (Norvig, 2009).  What is 

remarkable is that the body of digitized text 
generated in the last 10 years has surpassed all 

of the textual knowledge recorded since the 
beginning of recorded history (Tynan, 2010). In 
general, we can soon expect that the sum of 
digitized text will be available for exploration, 
analysis, and reflection.  It is supposed then that 
visually analyzing these texts, collectively and in 
the whole, can reveal trends not seen within in 

the details of any individual text.  Moreover, if in 
the last 10 years we have been almost 
exclusively generating text in digital format, 
then roughly half of what we can analyze is very 
recent. When coupled with digitized historical 
text, we are able to develop data visualizations 
that span the human record. Google’s effort to 

digitize over 15-million books and providing 
public domain frameworks to access those books 
is one such endeavor (Jean-Baptiste, 2011; Yuri, 
2012).  
 
One source of the new text being added to the 

overall textual record is that being generated by 
social media.  These data are typically informal 
and represent, collectively, a zeitgeist for 
humanities and social scientists to examine and 
explore.  The Oxford English Dictionary defines 
zeitgeist as: “the defining spirit or mood of a 
particular period of history as shown by the 

ideas and beliefs of the time.” Despite hash tag 
metadata for categorization, data analysis tools, 
such as the interactive n-gram word cloud 

visualization framework presented in this paper, 
will better enable a grasp of the zeitgeist that 
near-real-time analysis of social media textual 
data affords. Note that in computational 

linguistics, an n-gram is the contiguous 
sequence of phonemes, syllables, letters, or 
words that are considered to go together 
sequentially (for instance, “I love you” is a 
three-gram sequence). 
 

Recent phenomenon to which the zeitgeist of 
social media has been ascribed as being partially 
causal is the Arab Spring social upheaval in 2011 
and 2012 in several Middle-Eastern countries 

(Howard et al., 2011).  Many have ascribed the 
fluidity and feasibility of the Arab Spring as 
being due to the rapid availability of real-time 
information via social media channels. 
 
Our objective is to provide a framework and 
tools where a non-technical researcher or 

practitioner, perhaps in the digital humanities 
(such as a journalist, a social scientist, or in any 
non-technical discipline,) may analyze a body of 
text without deep knowledge of the underlying 

technologies used to implement the framework 
and without having to read the text itself.  This 

last aim is perhaps the most compelling: what 
can visualization of text tell without having to 
actually examine the entire text? 
 

2.  RELATED WORK 
 
In recent years, word clouds (sometimes 

referred to as tag clouds) have become a 
popular means to obtain the gist of a body of 
text.  Such visualizations have been popularized 
in work of Viegas and Wattenberg (2007, 2009) 
in their Many Eyes and Wordle projects. These 
projects utilize manipulations of font-size, word 
placement, and word color to display the 

frequency distribution of words within a 
document.  Viegas et al. (2009: 1137) state: 
“…users seem to revel in the possible 
applications of word clouds, scientists wordle 
genetic functions, fans Wordle music videos, … 
spouses Wordle love letters, … Wordles have 

made their way into corporate PowerPoint slides 
and houses of worship; they have adorned T-
shirts, magazine covers, … have graced posters, 
scrapbooks, birthday cards, and valentines.”  
 
These projects, while inherently useful, are 
somewhat constrained by the minimal 

interactivity afforded in their presentation, such 
as the exclusion of words, modification of layout, 
and direction and color management are not 

within the users’ control. 
 

There remains a wide-spread appeal of word 
clouds where people have used them in many 

aspects of life. For instance, Sharma et al. 
(2012) use a word cloud approach to infer the 
social connections and networks (a ‘who-is-who’ 
approach) to highlight the characteristics of 
highly-regarded Twitter users by exploiting the 
metadata in the profiles of those users. The key 
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words in their word cloud provide hyperlinks to 
more searches on Twitter. 
 
In another case, Baroukh et al. (2011) used a 

WordCram (Oesper, 2011) word cloud to quickly 
summarize knowledge of biological terms. As 
WordCram is Processing-based (Processing 
being a Java library and framework for 
visualization), it is potentially not desirable as a 
browser-based framework which relies on the 
HTML5 and AJAX capabilities of modern web 

browsers. 
 
Kim et al. (2011) used a novel and network-
oriented node-link approach to analyze test 

using word clouds where the nodes represent 
entities or keywords and the links (or edges) 

represent the relationship or co-occurrences 
between the entities to build word clouds of the 
nodes and their relationships. 
 
In general, the aesthetics of presentation and 
the management of layout and placement of 
many existing word cloud frameworks are very 

appealing. In our framework, the aesthetic and 
layout issues continue to be addressed. 
However, our approach continues to work 
towards function and interaction with textual 
data aggregation and analysis as a primary 
concern; with the visualization optimizations 
following this.  The advantage of our interactive 

n-gram word cloud approach is its increased 
interactivity with the word cloud to access its 
back-end natural language processing support. 
Our framework does not merely supply a 
static/semi-static web-page interface that 
heavily utilizes JavaScript or a standalone Java 

applet. Rather, our approach heavily relies on 
back-end processing, using both the Natural 
Language Toolkit (NLTK) and R, to analyze text 
beyond static presentation as a word cloud. Our 
framework provides a user interface to the NLTK 
package for the purpose of analyzing the text 
and inferring knowledge about it. 

 
A major extension of our framework, developed 
to address an emergent need, is our use of R in 

addition to the NLTK, to examine near-real-time 
social media data, such as what can be obtained 
from Twitter.  Social media (Twitter, Facebook, 
Google Plus, etc.) and news media (New York 

Times and others) companies are increasingly 
providing free web-oriented Applications 
Programming Interfaces (APIs) access to their 
data.   In recognition to the fact that we are 
generating new text data at a highly rapid pace, 
we recognize the need to retool our framework 

to accommodate the data available through 
these APIs.  As the NLTK generally lacks deep 
statistical analytics, we have also incorporated R 
to assist in obtaining data from these APIs.  

Ultimately, our aim is to provide a portal for 
both subject-matter experts and laypersons to 
see the emergent zeitgeist inherent in our rich 
corpora of text. 
 

3.  OUR FRAMEWORK 
 

Both the NLTK and R are at the center of our 
approach and framework.  Recent additions to 
our framework include an ability to generate 
new corpora from a collection of separate files, 

to generate new corpora from the contents of a 
compressed Zip archive, and to provide more 

interactivity in the word cloud interface.  The 
interface improvements increase interactivity by 
allowing users to select words for inclusion or 
exclusion and allowing for a side-by-side 
comparison between the modified and original 
word clouds. 
 

We introduced R into our framework for its 
superior statistical and analytical capabilities. 
The contribution of the open source community 
to R made it the tool of choice for statistical and 
analytical data processing.  The NLTK is a vital 
component as it is a very capable library for 
accessing various corpora and lexical resources 

for the classification, tokenization, stemming, 
tagging, parsing, and semantic reasoning 
required as a prerequisite for the visual analysis 
of digitized text.  Thus, we require the NLTK as a 
precursor for successful visualization as our 
visualization engine requires the outputs of 

computational linguistics.  Furthermore, we 
require R to assist in analysis and to utilize its 
own extensive libraries and extensions to assist 
in obtaining social media data and building 
corpora of it. 
 
 

Figure 1 shows the dashboard for our 

framework. Figure 5, 4, 5 and 6 are screenshots 

of the various modules of our framework. For 
the purpose of this paper, and to illustrate the 
current state of our framework, we used R and 
several R-packages (twitteR, ROAuth, RJSONIO) 
geo-locate the White House (President of the 
United States residence). We then requested 

1000 tweets that have the word “white house” in 
them which originated within 5 miles of the 
White House. We then used the tm, RWeka and 
Snowball R-Packages to preprocess and clean 
the data and then generate a corpus based on 
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the 1000 found tweets (Figure 7). While deeper 
analysis is possible within R, R mainly serves as 
a pre-processor in our architecture at the 
moment. We then used our framework’s 

administrative interface to load the 1000-Tweets 
corpus into the framework for further analysis. 
 
With our framework, we can create, edit or 
delete corpora, and build a corpus by adding 
(deleting) new files into an existing corpus. 
Another means of upload is to obtain text data 

from a compressed Zip archive; such as those 
containing 1000 text files based on tweets 
pertaining to a certain subject or from a given 
user. The framework allows the user to analyze 

the whole corpus or a single document, by 
selecting the generate word cloud function of the 

framework. This creates a one-gram word cloud 
with the NLTK’s point-wise mutual information 
(PMI) scoring method as the default. A two-
gram or three-gram cloud can also be generated 
by the user along with various statistical 
measures such as t-tests, chi-squared tests, and 
others. For this transformation to occur, all 

documents are pre-processed in our framework 
using NLTK. Once tokenized into n-grams, we 
can use our visual interface to highlight a token.  
For instance, a user could click on the two-gram 
“geese honking” in the word cloud to see all the 
sentences of the token across the different 
documents encompassed by the corpus. We also 

provide a sorted list of all the tokens/frequencies 
as well as a regular expression search to find all 
of the token’s usage in the body of text and the 
corresponding word-cloud grams. 
 
What sets our approach apart from others that 

we have examined is that our approach uses the 
word cloud as an interactive n-gram viewer for 
the purpose of text analytics. We do not only 
provide an n-gram word cloud, we also use the 
word cloud as an interactive analysis tool of the 
corpus. Thus, our Django-based web interface 
(both the administrative and user interfaces) 

serve as the front-end to an NLTK-driven (post 
processing) and R-driven (pre processing for 
now) back-end.  After a document is rendered, 

we use AJAX to communicate with the backend 
to facilitate a user’s ad-hoc queries.  In addition 
to supporting, one-, two-, and three-gram word 
analysis (tokenization), we further allow a user 

to drill-down to the underlying sentences of the 
tokens and to selectively filter out the x-gram 
that is being displayed via interaction with the 
visualization graphics directly.  
 
 

4.  OUR ARCHITECTURE 
 
Figure 6 illustrates the architecture of our 
dashboard that connects extensively with the 

NLTK. One of our design goals was to make the 
NLTK more visual and more accessible to the 
end user. To that end, we designed the NLTK 
Command Center as a web application. The 
frontend runs in a modern browser. It utilizes 
JavaScript, AJAX (Mozilla 2013), JSON (Mozilla 
2013), jQuery (jQuery 2013), HTML5 

(specifically the HTML5 Canvas and Local 
Storage features), and CSS. These latest web 
technologies enabled us to write a fully-featured, 
graphical, and interactive web application. We 

implemented an existing open-source HTML 5 
Canvas-based word cloud library named HTML 5 

Word Cloud written by Chien (2012). 
 
The backend architecture is written in the 
Python programming language as the NLTK is a 
Python library.  Accordingly, we used Django, 
which is a Python-based web application 
framework, as it can directly interface with the 

NLTK. For data persistence, we use a SQLite 
embedded database to store user session 
information and metadata regarding analyzed 
documents and corpora.  The Django Framework 
provides a development web server to host and 
test Django applications during the development 
process. Our previous iteration of the 

architecture (Jafar, Babb, and Dana, 2012) 
utilized the Apache web server and MySQL 
database server. With this recent iteration, we 
now use the Django development web server 
and SQLite database. While Apache and MySQL 
are excellent tools, we have switched to the 

embedded web server and SQLite as both are 
lightweight in that they are easier to develop, 
test, and deploy. This switch has saved a lot of 
development time that would otherwise be spent 
maintaining and managing server infrastructure. 
Despite our entirely open-source implementation 
approach, our framework can be deployed on 

any other platform that Django supports, such 
as Windows and Internet Information Server 
(IIS).   

 
By removing the dependencies of Apache and 
MySQL from the NLTK Command Center 
architecture, we have addressed previous design 

challenges of performance and scalability for our 
architecture.  This is so as, in the current 
iteration of our framework, each user hosts an 
instance of the application on their client end. 
Such an approach paves the way to a flexible 
and extensible deployment solutions such as 
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Platform-as-a-Service (PaaS) and Infrastructure-
as-a-Service (IaaS) options.  Accordingly, as it 
matures, we can refactor our architecture to 
support the Google App Engine or another cloud 

based service. 
 
To facilitate our design goals, we added the 
ability for users to easily (through an intuitive 
web interface) create and modify entire corpora 
instead of just individual documents as was the 
case with our initial architecture. Corpora are 

stored directly on the file system and metadata 
including corpus name and contents are stored 
in the SQLite database. This feature allows users 
to combine similar documents into a single 

corpus and perform analysis.  
 

Finally, our architecture now supports the vast 
lexical database of the Princeton WordNet 
through the NLTK-WordNet interface (Miller 
1995, Fellbaum 2005). WordNet provides part of 
speech tagging, synonyms, antonyms, 
definitions, and other lexical data that enhance 
the usefulness of our tool, especially when 

presented in a visual manner. Currently our 
interface with WordNet is rudimentary. We do 
envision a more robust interface for the purpose 
of word-sense-disambiguation, part-of-speech 
tagging and sentiment analysis and classification 
purposes. 
 

 
5.  IMPLEMENTATION DETAILS 

 
When a user first connects to the NLTK 
Command Center website they are presented 
with a graphical user interface that allows them 

to perform various NLTK tasks ( 

Figure 2). This is facilitated by JavaScript 

running on the client’s web browser that sends 
an AJAX call to the web server, and ultimately to 
the NLTK, which then performs the task and 
sends the results back serialized as JSON. We 
then use JavaScript to display the results 
graphically. Currently we provide the following 

features through a combination of JavaScript 

and AJAX-oriented Python methods which 
provide responsive access to the NLTK services 
in our framework: 
 

 Create Corpus – Users of the NLTK 
Command Center can create a corpus 

(one or many) through the Django 
administrative interface. Text documents 
can be uploaded one at a time or many 
at once through a Zip archive. The user 
can add those documents to one or 

many corpora. This feature is usually the 
first step to using our application. Once 
a corpus is created and populated with 
texts, it can be visually analyzed by any 

of our other features.   
 

 Draw Word Cloud – This is the main 
feature of our web application. One can 
select a document, multiple documents, 
or an entire corpus and draw a word 
cloud representation of those texts. 

Words or phrases that appear with the 
highest frequencies will appear larger in 
the word cloud.  The word cloud is also 
interactive, so one can click on a word or 

phrase and get more information 
including the part-of-speech, definition, 

and frequency. Implementation wise, 
drawing the word cloud is broken down 
into two distinct steps: analyzing the 
text using the NLTK on the back end and 
rendering the word cloud itself in the 
user’s web browser using HTML 5 and 
JavaScript.  

 
 Exclude Word Table – When a user 

draws a word cloud, a table of all the 
words and phrases and their frequencies 
is also available. This table can be 
searched or sorted by word or 
frequency. Words can be excluded or 

explicitly included by using this table and 
the word cloud redrawn. Certain words 
may not be useful or interesting – this is 
where those words can be excluded all 
at once and only the words or phrases 
that the user is interested in can be 

shown in the word cloud. Clicking on a 
word in this table also highlights it in the 
word cloud making it very easy to find 
any word from any document. 
 

 Compare Word Clouds – Using the 
same exclude word table, a user can 

fork multiple word clouds for side by side 
comparison. A new window will open in 
the web browser with the newly drawn 

word cloud so the user can compare 
multiple word clouds. 
 

 Highlight Words – Being able to find 

words or phrases in the word cloud is a 
useful feature, especially if one draws a 
word cloud with hundreds of words. 
Using the exclude word table as describe 
above, one can sort the words or search 
for a specific word and then click on it to 
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highlight that word in the word cloud. 
Clicking again will undo the highlight. 
This is particularly useful for low 
frequency words that appear small in the 

word cloud but might still have some 
importance to the user or text in 
context. 
 

 Show Sentences – This functionality 
allows the user to right-click on a word 
or phrase in the word cloud and request 

a list of all the sentences that word or 
phrase appears in. The NLTK processes 
each sentence of the text and looks for 
the phrase. The list of sentences is then 

returned as JSON and displayed in the 
browser. The phrase is highlighted in 

each sentence while it is displayed in the 
word cloud visualization.  
 
Being able to analyze multiple 
documents or an entire corpus means 
that a single word or phrase in the word 
cloud may actually appear in many 

sentences across multiple documents. 
We implemented a sentence-document 
map in Python that maps sentences to 
the document they are in and provide 
that information back to the user. 
Showing sentences will also show which 
documents those sentences are from. 

 
 WordNet Analysis – In addition to 

showing the sentences a word appears 
in, right-clicking on a word (1gram 
support only) will also provide WordNet 
data about that word. Currently we 

display part-of-speech tagging, 
synonyms, and the definition.  

 
In Figure 2 we illustrate general end-user 
workflow while using the framework.  Users may 
select and/or upload their documents and render 
a word cloud from it.  Interactivity allows for the 

user to exclude words and generate a modified 
word cloud which can then be compared to the 
original.  If the text is new, it can be included an 

existing corpus or a new corpus can be 
generated.  Textual analysis can be performed 
such that a sentence-document map is obtained.  
Analysis is performed against Princeton’s 

WordNet lexical database for English (Felbaum, 
2005).  Though not yet implemented in our 
framework entirely, sentiment analysis is an 
area of great interest to us, especially the 
availability of social media data. 
 

6.  SUMMARY AND FUTURE WORK 
 

With the rapid growth of textual data presaged 
by Big Data, we anticipate the need to perform 

textual analysis on a daily basis. We envision an 
end user who may lack the technical skills to 
issue hundreds of R and NLTK commands to 
perform these repetitive tasks. We present a 
framework that provides a layer of abstraction, 
and the underlying infrastructure, to facilitate 
these tasks. We utilized existing open source 

frameworks (NLTK, R, R-packages, Word Clouds, 
Django, etc.) to compound a framework that can 
address this need. 
 

It is important to note that this architecture 
facilitates growth for semantic analysis by way 

of its use of R and packages.  The interactive 
analysis also facilitates a visual sense-making 
for the user that sits between machine-learning 
semantic analysis and statistical summarization 
of the frequency of words. 
 
In summary, we provide a framework that 

allows a user with minimal technical experience 
to create, delete and modify corpora generated 
from digital text documents.  The user is able to 
interactively analyze their corpora with an 
interactive n-gram word cloud viewer, include 
and exclude n-grams from their analysis, and 
drill down to the row sentences and their 

corresponding text documents. This technical 
approach is possible by utilizing R as a 
preprocessor and the NLTK for post processing 
and analysis. 
 
With our interactive n-gram word cloud 

framework, our objective is to create tools that 
allow users to be engaged in the discovery of 
hidden characteristics and meanings ensconced 
within digital text. Our premise rests within the 
context of the Big Data such that full 
comprehension of knowledge from texts will 
require information processing tools such as our 

framework.  Facilitating knowledge through the 
design and implementation of information 
systems has long been a focus for the 

information systems discipline and, as such, we 
see the need for improving information 
interfaces with information visualization.  
Toward this end, we continue to progress our 

framework with an aim to enable those with 
minimum computing knowledge to analyze 
digital text through interactive visualization.  
Our latest iteration of this framework seeks to 
not only serve as a decision support system, but 
to also develop a greater awareness of the 
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meaning of these texts.  For instance, we 
envision the humanities researcher who may be 
well equipped to understand intrinsic and 
underlying literary and historical context of the 

text, but is inhibited from analyzing the data of 
the text by its sheer volume. We anticipate that 
the outputs of our research will allow for growth 
and impact not only in our field, but also in the 
humanities, in business, and in any areas where 
digitized text is available and text and data 
analysis is important.  

 
As we grapple with the Big Data phenomenon, it 
is clear that our tools will need to take further 
analytical steps to tell the user what a body of 

text means.  At the root of meaning is an 
aggregation and generalization of what other 

people think.  In fact, much of the growth of 
textual data is opinion-rich: online communities, 
review sites, personal blogs, etc. (Pang and Lee, 
2008).  Our illustration using Twitter data is not 
an entirely new development and it makes clear 
the potential for the inclusion of sentiment 
analysis into our framework (Luce, 2012; Pak 

and Paroubek, 2010).  While our emergent 
framework started as a generic tool for text 
representation, we realize the need for the tool’s 
utility to grow such that it not only beautifies 
information, but also guides the user.  
Algorithmic approaches can render an initial 
portrayal of sentiment from which the end user, 

novice or expert, can then draw further 
conclusions.  We have no doubt that attempts to 
enter into the foray of sentiment analysis will 
raise concerns for subjectivity (Liu, 2010), 
however we are interested in providing tools for 
others to make decisions. 

 
Finally, our framework is designed to allow a 
user to analyze text without reading it.  While 
this may seem counter-intuitive, decisions on 
how to use precious time in extracting value 
from text may be improved by seeing a text 
before reading it.  Moreover, our framework is 

moving towards going beyond interactive 
visualization to performing sentiment analysis, 
and other Big Data-oriented tasks, in order to 

make the volume of data digestible.  If 
successful, we envision our framework to be an 
interactive web-based friendly layer on top of 
the Natural Language Processing toolkit (NLTK) 

that utilizes the power of R and R packages for 
the pre-processing of the raw data and for the 
analytical aspects of digital textual analysis. 
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Figures 

 
 

Figure 1 The Framework’s Application Architecture 

 

 
 

Figure 2 User Workflow through the Framework 
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Figure 3 An Interactive 1gram word cloud visualization of 1000 tweets within 5 miles off  

1600 Pennsylvania Ave NW  Washington, DC 20500 
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Figure 4 A Drill Down on girls from Figure 3that show the various tweets that contained the word 



Journal of Information Systems Applied Research (JISAR) 7(1) 
ISSN: 1946-1836  February 2014 

 

©2014 EDSIG (Education Special Interest Group of the AITP)                                            Page 44 

www.aitp-edsig.org - www.jisar.org  

 
Figure 5 An Interactive 2gram word cloud visualization of 1000 tweets within 5 miles off  

1600 Pennsylvania Ave NW  Washington, DC 20500 
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Figure 6 An Interactive 3gram word cloud visualization of 1000 tweets within 5 miles off 

1600 Pennsylvania Ave NW  Washington, DC 20500 
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Figure 7 Some of the R extraction and pre-processing code 


